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Abstract

Satisfiability is a widely studied problem of theoretical computer science, where one is given a
set of constraints on a set of bits and asked if it is possible to satisfy all of them at once. This
problem, due to its difficulty and close relation with the physical world, has become one of the
cornerstone of classical complexity theory. In this study, I explore various interpretations of this
problem in the frame of quantum computing, with the hope of finding similar properties. After
providing some context on classical and quantum complexity theory, I investigate two quantum
counterparts to this problem that use local hamiltonian interactions and quantum projectors, and
discuss their role in the complexity hierarchy. Finally, I take a closer look at random quantum
satisfiability with a study of random graphs and phase transitions.
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Foreword

Since the dawn of the digital age and the birth of computer science, the speed and capacity of com-
puters have grown exponentially, from room-sized machines with few bytes of memory to super tiny
microprocessors able to treat billions of operations every second. However, this rapid growth comes
in contrast with the more and more accepted idea that some problems will forever remain foo hard
for a computer to solve.

By too hard, I don’t mean that it is not possible to find a solution, but that the resources required
explode within a little growth of the input. The main topic of this study, the satisfiability problem,
appears to be one of these problems which raises the fundamental question of the limitation, in terms
of computing power, of the classical bit-oriented computer. This questioning is even strengthened
by the fact that such a problem appears to be everywhere in nature. Already in 1981, Richard P.
Feynmann, one of the most influential physicists of the second-half of the 20th century, asked the
following question :

"Can physics be simulated by a universal computer ?"

One of his major arguments involve the apparent continuity of space and time. As powerful as a
computer can get, it will always contain a finite number of bits, and thus is forever reduced to only
approximate nature. Some people have in fact taken this idea even further, with theories such as
claiming that if we ever find the last digit of 7, then it would probably mean that we are in some sort
of Matrix-like computer simulation.

Another important matter is the existence of probabilities. As you might know, a classical com-
puter cannot produce a random number, it can only provide the result of a function that appears
random according to the input, but which is in fact totally determined from the very beginning. Sim-
ilarly, if one tosses a coin and looks at the result, it seems random, but only provided that the initial
position and speed are not known, in which case you can predict accurately if it is going to fall heads
or tails.

Nature however, as far as we know, is driven by quantum mechanics, and it comes with this partic-
ularity that there exist phenomena which are intrinsically random. It means that it does not depend
on the ignorance of the observer anymore, and one can thus never hope to predict the result before
it has been observed.

Among others, these arguments will lead Feynmann to provide a definitive negative answer to the
above question, which then raises an even more important one.

"How does nature calculate ?"

Indeed, if nature seems to have no trouble solving these problems while classical computers are
backed into a corner, then there must exist, somewhere in nature, a superior computing power. This
is precisely the role of Quantum Information Theory to analyse the power of quantum interactions
as a computing resource, and in this study I will explore and compare their efficiency at solving
these difficult tasks I described earlier.



1 Complexity Theory

Complexity theory is a subdiscipline of theoretical computer sciences that aims at classifying various
problems! according to their difficulty. This term being quite wide, it is expressed in mathematical
terms as the amount of time (time complexity) or space (space complexity) that a computer requires
in order to solve the problem, according to the length of the given input.

Instead of the common word computer, which possess a sense that is far too large for any mathe-
matical purpose, complexity theory defines various models? of theoretical computational machines,
among which one can find the popular Turing Machines — deterministic or not — and Boolean Cir-
cuits. If the reader is not familiar with these notions, as well as the proper meaning of an algorithm,
I recommend reading [10] before jumping into this chapter.

1.1 Classical Complexity Classes

As an introduction and in order to help transition into quantum algorithms, we will first present the
main classical complexity classes, before trying to understand their quantum equivalent. Note as
well that we will here only talk about time complexity, and what is called decision problems — We
are given an input from an universal alphabet >* (we often use ¥ = B = {0, 1} because of how
actual computers work) and want to decide if it belongs to a subset L defined by the problem. For
example,

1. The problem of finding if a given number is prime is defined by the language

Leven = {2,3,5,7, .. }

2. Deciding if a n X n matrix has a non-zero determinant yields

Lget = {A € My x| det A # 0}

Before we begin, please note that since the computational power of boolean circuits is equivalent to
those of Turing machines (complete proof can be found in [10]), I chose to express in this chapter
each class in terms of the latter, because it more convenient to do so.

1.1.1 Pand NP

Beginning with P and NP seems like an obvious choice, because they are the "superstars" and foun-
dation of complexity theory. Indeed, these two classes encompass a lot of everyday problems and
are really easy to define. The first one, P, contains every problem that can be solved by a Turing
machine in polynomial time.

Definition 1 (P).
A decision problem L C X* belongs to P if there exists a deterministic Turing machine M such that

(i) M runs in polynomial time on all inputs.

(ii) Forall x € L, M accepts z.

Itasks that can be given to a computer, thus solvable with an algorithm
2 A brief introduction about other models can be found on http://zoo.cs.yale.edu/classes/cs460/Spring98/chap 1/machine.html



(iii) Forallx ¢ L, M rejects x.

Remark 1. "Accepts” and "Rejects” usually means that the Turing Machine outputs 1 or 0 respec-
tively.

Remark 2. "Polynomial time" will always refer to a number of steps that is polynomial in n. = |z|.
The idea behind P is that it contains all problems we can define as easy’ such as

1. Deciding if a number is prime

2. Testing if a number is the minimum in a given list

3. Finding if a graph contains an Eulerian path*

That being said, the polynomial bound seems rather arbitrary, and it is. Why should we consider
a problem that runs in n'°° easier than one that runs in 1.1 ? There is no perfect answer to this
question, and a lot of mathematicians have expressed their opinion about the absurdity of such a
classification. However, a polynomial bound expresses the idea that if we increase the size of a
problem, then the difficulty of the problem should grow accordingly, and not explode in time like an
exponential growth would.

Now that our idea of an easy problem is set, we will call hard > problems for which no polynomial-
time solving algorithm is known, but that can be verified in polynomial time if a solution is provided.
Such problems are contained in the complexity class NP.

Definition 2 (NP : Certificate Definition).
A decision problem L C X% is in N P if there exists a deterministic Turing Machine M such that

(i) M runs in polynomial time on all inputs.
(ii) Forall = € L, there exists a certificate ¢ € BP°Y(") such that M accepts (z,c).
(iii) Forall x ¢ L, M rejects (x, c) for any c provided.

The reader might want to note that NP refers to "Non-deterministic Polynomial time" instead of
"Non-Polynomial" as one might think at first thought. This is due to another equivalent definition of
NP using non-deterministic Turing machines®, which I will state here as well.

Definition 3 (NP : Non-Deterministic TM Definition).
A problem L C X* is in NP if there exists a non-deterministic Turing Machine M such that

(i) M runs in polynomial time on all inputs.
(ii) Forall x € L, M accepts z.
(iii) Forall x ¢ L, M rejects .

Some examples of these problems are

3efficiently solvable or tractable in mathematical terms

“4a path that uses every edge

Sintractable

6if you don’t know what a non-deterministic Turing machine is, either read [10] or consider it as being a Turing machine
that can explore every computational path at the same time



1. The classical satisfiability problem (which I'll explain in the next section).
2. The Travelling Salesman problem.

3. Finding if a graph contains an Hamiltonian path.’

1.1.2 Probabilistic Algorithms

Another interesting chapter of complexity theory, and which will seem to be more appropriate when
it comes to translating it into quantum complexity, relates to the study probabilistic algorithms.

The thought behind probabilistic algorithms is that, in practice, there is no such thing as an ex-
act answer. A computer, as efficient as it can be, will always have a small risk of having a bug
somewhere that leads to an erroneous answer. Moreover, there is no need to have a exact solution at
every try — providing that the probability of having a correct answer is high enough, we only need
to run the algorithm multiple time to have an answer that is almost certainly true.

This behaviour can be translated into Turing machines by considering that, in addition to the in-
put z, the machine provides a random number y that will be used for the computations. This type of
Turing Machine is often referred to as Probabilistic Turing Machine

Definition 4 (BPP).
A language L C X* belongs to BPP if there exists a polynomial p and a Probabilistic Turing
Machine M such that

(i) M runs in polynomial time on all inputs.

(ii) Forallx € L,

Pr  [M accepts (z,y)] >
yesr(el)

Wl o

(iii) Forallx ¢ L,

Pr  [M accepts (x,y)] <
yexp(zl)

Wl

Remark 3. Property (ii) is often called Completeness — the machine accepts good inputs with
recognizable probability — while property (iii) is called Soundness — the machine doesn’t accept
bad inputs.

Remark 4. The bound % (resp. % ) is completely arbitrary. In fact, the definition is equivalent for
any value greater than % + € (resp. less than % —¢), where € = 217 for a constant c. Basically, it
means that when we can get exponentially close to a probability of 1 (resp. 0) by simply repeating
the experiment a polynomial number of times.

Remark 5. Property (iii) is equivalent to

Pr [M rejects (z,y)] >
yexp(zl)

[SCI )

7a path that passes through each vertex only once



1.1.3 Merlin-Arthur Protocol

In order to conclude this very brief journey into the world of classical computation, I will take a look
at what is called Arthur-Merlin protocols, introduced in 1985 by Laszl6 Babai and Shlomo Moran
in [1]. They yield interesting results while using a different approach on complexity and will have a
great role to play in the study of quantum complexity.

The setup is as follows : Arthur, being a simple human, can only make calculations in polyno-
mial time. He does however possess golden coins in his pocket and therefore is allowed to use
random numbers. On the other side, the almighty oracle Merlin can transcend time and thus owns
an infinite computational power. This gives birth to a system of interactive proofs where Merlin’s
goal is to convince Arthur of something, knowing that Arthur is no fool and do not trust Merlin.
Since Merlin might lie, he will then need to analyse any information he receives.

The nature of the complexity class results from the number of messages exchanged between Arthur
and Merlin. The only one we will look at here is called MA, and restricts the interaction between
Arthur and Merlin to a single message from the latter. Intuitively, MA contains all languages such
that for every word in the language, there exists a polynomial proof that Merlin can send Arthur in
order to convince him. On the other hand, there should be no way that Merlin convinces Arthur to
accept a false proof.

Definition 5 (MA).
A decision problem L C X* belongs to MA if there exists a probabilistic polynomial-time Turing
Machine M (Arthur) and polynomials p, q such that

(i) M runs in polynomial time on all inputs

(ii) Forall z € L, there exists a certificate ¢ € 9 such that

2
Pr [M accepts (x,y,c)] > =
yezr(z) 3

(iii) Forall x ¢ L, any c € {0,1}9") is such that,

Pr  [M accepts (x,y,c)] <
yexp(zl)

Wl =

Remark 6. The class remains the same even if we require perfect completeness, i.e that Arthur
always accepts with probability 1.

1.2 Quantum Computing

Now that we have a relatively clear idea of what classical complexity looks like, let us go into the
strange world of quantum mechanics. In this chapter, I will however not provide readers a complete
introduction and I redirect unexperienced ones towards [10].

1.2.1 Quantum Circuits

A first task when one enters the world of quantum computation would be to try and define a quan-
tum equivalent for the Turing Machine. However, such a computational model is very hard to work



with and contains a lot of assumptions that should be met in order to work properly. As a result, I
will focus on a more natural way of defining quantum computation which imitates classical boolean
circuits. More informations about quantum Turing machines can still be found in [10]. Note also
that, as in the classical case, the model of Quantum Circuits has been proven to have the same com-
putational power as that of quantum Turing machines by H. Nishimura and M. Ozawa in [15].

Quantum Circuits, as introduced by David Deutsch in 1985, are an intuitive counterpart of clas-
sical boolean circuits, where the gates operate on bits instead of qubits. The only difference is the
unitary nature of quantum operators, which makes this model in fact closer to the that of reversible
boolean circuits as imagined by Fredkin and Toffoli.

This section will only give a general overview of quantum circuits in order to understand further
definitions. For a deeper explanation of quantum circuits, please refer to [10].

Definition 6 (Quantum Circuit).
A quantum circuit U = Uyp ..Uy transform an input state |1;,) into an output state |oyt) =
Ultin) via a series of successive quantum gates Uy, ..., Uy,

Remark 7. L denotes the "length" or "depth" of the circuit, while the size of input, witness and
ancilla states is called the "size".

Remark 8. Because of the reversibility of the systems, we often need to "borrow" extra qubits in
the process, initialized in the |0) state. These qubits, often denoted as "ancillas" qubits, will be
considered as part of the input in our definition.

Remark 9. Because we can always use extra gates at the beginning of the circuit, some definitions
require every input qubit to be in state |0). In this study, it is sometimes simpler to think of a non-
zero input state so I'll keep the definition above, although it is not hard to see that these notions are
equivalent here.

Given this definition and provided the random nature of quantum observations, we still need to
determine what accepting an input means. This is defined rather intuitively with the following
acceptance probability.

Definition 7 (Acceptance Probability).
Given a quantum circuit U that runs on input state 1)), the acceptance probability of U is the
probability of measuring |1) in the first bit of the output state.

Pr(U accepts |¢)] = (¥|UT (|1)(1] @ I~ D)U|y)

Remark 10. Some definitions require to have all bits of |tous) in state |1). It is not hard to see that
these definitions are equivalent.

Remark 11. In most cases, we will simply define our own "answer" qubit and define the acceptance
probability as the probability of having it in state |1).

Now before going into the next chapter, there is an important concept that remains. What exactly is a
quantum algorithm ? Is it the circuit that performs the computation ? That is not a very good answer,
because we would need to talk of different sized circuits as implementing different algorithms,
though they all solve the same problem. Then what ? Well, I will here use a definition that was
introduced by Kitaev in [10].

10



Definition 8 (Quantum Algorithm).

A quantum algorithm for the computation of a function f : Xx — X« is a classical algorithm (i.e. a
Turing machine) that computes a function of the form x — D(U,) where D(U,,) is a description of
a quantum circuit U, that computes f(x) on empty input®.

Remark 12. According to Kitaev in [10], there is no difference if we decide to use a quantum
algorithm to construct our circuit.

1.2.2 Promise problems

In the classical case, we looked at decision problem which are defined as finding whether an element
of X belongs to a related language L. In quantum computation, things are a bit different. Because of
the random nature of computation, we often require a promise that allows us to distinguish efficiently
the possible outputs. Such problems are defined in the following way.

Definition 9 (Promise Problem).

A promise problem is associated two disjoint languages Lcs and Ly, where all inputs in Ly,
should be accepted while rejecting those in Ly,.. The fact that the input always belongs in LyesULy,
constitutes what we call the promise of the problem.

1.3 Quantum Complexity Classes

Now that our arsenal is ready, let us see how we can use these previous definitions to provide an
equivalent set of classes for quantum algorithms.

1.3.1 BQP

An expected first result when trying to translate classical classes into quantum classes is that, due
to the intrinsic random nature of quantum measurements, P and BPP will know no difference in the
quantum world. The resulting class, called BQP, has a similar definition and meaning as BPP and
stands for "Bounded-error Quantum Polynomial-time".

Definition 10 (BQP).

A promise problem Lyc; U Ly, € X* belongs to BQP if there exists a polynomial-time quantum
algorithm such that

o forallx € Lyes,
Pr|Ug accepts |0)] >

e Forall x € L,,, )
Pr[U, accepts |0)] < 3

Remark 13. The discussion around % and % is the same as in BPP

For all we know at this point, the behaviour of BQP among the complexity classes is the same as its
classical counterpart. It contains most of the famous quantum algorithms such as

e Shor’s algorithm for integer factorization that runs in O(n?).
e The discrete logarithm problem.

e Feynmann’s problem of the simulation of quantum systems as discussed in the introduction.

8with input state |0, . .. ,0)

11



1.3.2 Quantum Merlin-Arthur

Now that we have an equivalent class for P, the next step is to find the quantum counterpart of NP.
This was first done by Kitaev in [10], which introduced the complexity class BQNP. Several years of
research later, mathematicians came to the conclusion that it was in fact equivalent to the quantum
equivalent of MA, and that it made more sense to call it QMA. The idea is pretty much the same as
with classical Merlin-Arthur protocols, but with quantum circuits instead of Turing machines.

Definition 11 (QMA).
A promise problem Lycs U Ly, € X* belongs to QMA if there exists a polynomial-time quantum
algorithm such that

(i) Forall x € Ly, there exists a certificate state |1).) such that

Pr[U, accepts |, 0)] >

Wl o

(ii) For all x € Ly, and any certificate |1).),

Pr{U, accepts |tp¢,0)] <

Wl =

Finally, there is also another class of complexity which we’ll use in upcoming chapters. It corre-
sponds to the class of Quantum Merlin Arthur protocols with one-sided error, denoted as QMA ;.

Definition 12 (QMA).
A promise problem Ly., U Ly, € ¥ belongs to OQMA, if there exists a polynomial-time quantum
algorithm such that

(i) Forall x € Ly, there exists a certificate state 1)) such that

Pr(U, accepts |1).,0)] =1
(ii) Forall x € L,, and any certificate |1.),

1
Pr|U, accepts |¢.,0)] < 3
(iii) Every U, is built from a fixed universal gate set G.
Remark 14. An important point here is that in the classical case, there is no distinction between

MA and what would be MA1, whereas in the quantum world this distinction has to be made since
there is no proof that these classes are equivalent.

Remark 15. Condition (iii) appears from technical issues when trying to have an exact measure-
ment for point (i). There is at this moment no reason to think that the choice of G has an impact on
the resulting class.

12



1.4 The Complexity Hierarchy
1.4.1 Hardness and Completeness

After having defined all these complexity classes, an important point would be to organize them and
thus define exactly what it means for a complexity class to contain problems that are harder than
those of another. It is mathematically and intuitively formulated by the notions of hardness and
completeness with respect to the so-called Karp reduction, which I will all recall here.

The idea behind Karp reduction is that if a problem can, in polynomial time, be transformed into’
another problem, then it must be at most as hard, since a solution for the latter will provide a solution
for the first. This is nicely translated into the following definition

Definition 13 (Karp reduction).
A Karp reduction from a problem L1 to a problem Lo is a function f such that

(i) f is computable in polynomial-time for all inputs

(i) f produces instances of Lo when given instances of L
(iii) w1 € L1 < f(wa) € Lo
If such a function exists, we will say that L1 can be reduced to Lo (in polynomial time).
Notation 1. /t will be denoted as Ly <, L.

Considering this relation, our goal now is to find problems that can represent a given class, in the
sense that every problem in the class can be reduced to the representative. Such a property is denoted
as hardness and is mathematically formulated in the following way.

Definition 14 (C-hard).
Given a complexity class C' and a decision problem L, L is said to be C-hard (w.r.t the Karp reduc-
tion) if

L<,L' VL' eC

Finally, if the problem is both contained in C and C-hard, then we call it C-complete.

Definition 15 (C-complete).
Given a complexity class C and a decision problem L, L is said to be C-complete (w.r.t. the Karp
reduction) if

(i) LeC
(ii) L is C-hard

The notion of completeness is very strong. Basically, it means that if you can provide an algorithm
that solves a C-complete language in a way that it now belongs to another complexity class D,
automatically it means that all languages in C' belong to D as well, and thus provide an evidence
of the fact C' C D. For this reason, complete problems are widely studied in modern complexity
theory in order to try and collapse classes that appear to have different levels of complexity.

9reduced to

13



1.4.2 Our Hierarchy

Using the Karp reduction I just defined, I will try to give an overview of the hierarchy of the com-
plexity classes that we just saw. It is important to keep in mind that a lot of relations are not known
to this day, therefore some classes that are represented as strict inclusions may in fact well be equal.
I will not provide any proof in this section because most of the arguments used are pretty much
self-explanatory.

The first example, and the most famous, is the question of P versus NP. It is one of the most
fundamental yet unsolved problem of theoretical computer science. Basically, it is trivial to see
that

Theorem 1. P C NP

On the other hand, the converse has been resisting uncountably many attempts from thousands of
mathematicians for the past 40 years. In fact, this problem is part of the 7 Millennium Prize Prob-
lems of the Clay Mathematics Institute'®, which are considered to be the hardest tasks of modern
mathematics.

Apart from all that, another easy inclusion can be made when thinking of probabilistic algorithms.
Every classical non-probabilistic algorithm can be realized by a probabilistic Turing machine with
perfect soundness and completeness when one just ignores the random bits. Therefore,

Theorem 2. P C BPP

Finally, the question of BPP versus NP is also still open.

Turning our eyes onto Merlin and Arthur, we can first see that Arthur can always chose to ignore
Merlin’s advice and try to compute an answer on his own. This yields

Theorem 3. BPP C MA

On the other hand, Arthur can take the advice from Merlin while making no use of his random coins,
therefore

Theorem 4. NP C MA

As for quantum classes. First of all, it is easy to see that a quantum circuit can always simulate a
classical one if we only allow pure state without linear combinations. This gives the expect results

Theorem 5. BPP C BOP
and
Theorem 6. MA C QMA

Moreover, we can use the same argument as with BPP and MA, i.e. that Quantum Arthur can ignore
the advice from Quantum Merlin and computes on his own, and convince ourselves that

Theorem 7. BOP C OMA

10More informations on http://www.claymath.org/millennium-problems

14



Finally, finding if MA and NP are contained in BQP is probably one of the most exciting question
when one tries to grasp the power of quantum computing. Unfortunately, there is no definitive an-
swer at this time. In fact, several algorithms that belong to NP can be realized with a polynomial-time
quantum computing machine, but it is still unclear whether all NP problems can. More important
than that, the implications of NP € BQP would mean that quantum computers can provide an
exponential speed-up to every classical algorithm, which is today still only a hope.

QMA

o
N

Figure 1: Our Complexity Hierarchy
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2 The Classical SAT

In the previous chapter, I mentioned that some problems, denoted as NP-complete, were of major
importance in theoretical computer science because they could be used to express every classical
problem. The Boolean Satisfiability Problem (abbreviated SAT), is in fact one of them, and maybe
the most important of all because it appears in a lot research areas. For this reason, it has been
widely studied for the past 50 years, and still no polynomial algorithm has been found to this day.

The idea behind SAT is the following. Given any mathematical or physical object that can be repre-
sented as a state with multiple degrees of freedom!', we want to add several constraints on this state
and find out if there is a way for our state to satisfy all of them.

In this chapter, I will provide a clear mathematical definition of this problem, followed by a few
examples of fields where it appears. Finally, I will discuss its place among the complexity hierarchy
with the famous Cook-Levin theorem.

2.1 Boolean clauses & CNF formulas

In the classical version of SAT, degrees of freedoms are represented as a set of n boolean variables.
From there, one can find multiple ways of defining a constraint, but the one that will be used here is
the standard boolean clause representation. Clauses are nothing else but a special form of boolean
functions, defined as follows.

Definition 16 (Clause).
A clause is a disjunction of literals, i.e. of the form

k

(b(.’[,’l, ,xn) = \/ Zi

i=1
where each literal l; represents the variable x; or its negation T;.
Remark 16. What is important to notice about a clause is that this form allows to think about
the constraint in a very specific way : each clause will rule out one and only one possible state of

the bits it acts upon. For instance, a clause of the form x1 V To V x3 will accept any state except
(.Tl, ZTo, .’1?3) = (O, 1, 0)

In order to now be able to define multiple constraint — and get a boolean function that takes the
value 1 if all of them are satisfied — we will use a conjunction'? of clauses, which correspond to
what is called the Conjunctive Normal Form of a boolean formula.

Definition 17 (CNF formula).
A CNF (Conjunctive Normal Form) formula is a conjunction of clauses, i.e. of the form

kq
V b
s

i=1j

>z

(X1, ey y) =

Remark 17. If every clause contains at most k literals, we will talk about a kCNF formula.

1A degree of freedom can be seen as a variable with multiple values
12 A series of AND operators
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2.2 SAT

Using all these notions together, a CNF formula ¢(z1, . .., x,) will be denoted as satisfiable if and
only if there exists an assignment of the variables (ay, .. ., a,) such that
dlar,...,a,) =1

From there, the question of satisfiability is simply defined as the existence of such an assignment.

Definition 18 (SAT).

In terms of input / output, SAT is defined as
Input : a CNF formula ¢ acting on n bits
Output : Yes if ¢ is satisfiable, No otherwise.

Remark 18. In terms of language, we define Lsar = {¢ a CNF formula | ¢ is satisfiable}
Remark 19 (kSAT). kSAT is an instance of SAT where all the clauses are kCNF formulas.

2.3 The Importance of SAT

At this point, a question may arise. Why is this problem so important ? Well, the importance of
SAT as a problem is a consequence of two things. First, a lot of different areas of mathematics and
physics can be represented and solved as constraint satisfaction problems. Secondly, it is the first
problem that was found to be NP-complete. In this chapter I will try to explain and give some insight
about phenomena that can be represented as a simple satisfiability problem.

2.3.1 In Artificial Intelligence

The field of Artificial Intelligence is composed with a lot of different tasks that we want to find
efficient algorithms for a robot to solve. On the opposite of data, which is usually understood as any
form of ordered information, knowledge is disordered and is often represented as a set of logical for-
mulas. Whether they represent conclusions that one might make from a situation — if it rains, then
the floor is probably wet — or propositions that can not go together — I cannot be in San-Francisco
and Los Angeles at the same time — these formulas can (almost) always be transformed CNF for-
mulas.

A good example is the problem of planification, which consists, given an initial state and a set
of possible operations, in finding a way to attain one or more goals through a clever ordering of
actions. This type of task is typically really easy to transform into a satisfiability problem, which
emphases the importance of finding an efficient algorithm to solve such problems.

2.3.2 In Cryptanalysis

The goal of everyday cryptography is to ensure that the communication between two end-points
verify two properties : confidentiality'3 and authenticity'*. In order to do that, modern cryptography
is heavily based on mathematical assumptions about the computational hardness of problems and
the use of so-called one-way functions'

13Nobody should be able to read the messages.

14One must make sure that the other person is really who he claims to be.

Sfunctions that are efficiently computable in a way but intractable in the other. Their whole existence rely on the assump-
tion P # NP.
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An everyday example of this is the widely used RSA algorithm, which is based on the fact that
nobody knows how to efficiently factorize big numbers (although it might change when someone
builds a big enough quantum computer that implements Shor’s algorithm). RSA is typically used
everytime you purchase something online, or log into a secure account on an https website.

In [13], Mironov and Zhang explain how some of the widely used cryptographic hash functions
got broken in 2005. The process behind the attack was to encode the cyphers as boolean formulas
and then use SAT solvers in order to find a possible solution, which leads to the secret key. After this
attack, a lot of other typical cryptographic functions were tested and modern cryptanalysis now uses
SAT solvers in order to determine the effective difficulty of computational problems they rely on.

2.4 Complexity

Another reason why SAT is such an important piece of theoretical computer science is its place
among the complexity hierarchy. It was in fact the very first prototype of a NP-complete problem.
The proof, discovered by Cook and Levin in 1971, is in my opinion quite a beautiful one and for
this reason it will be provided below.

Now since 3SAT <, SAT (proof can be read in [5]), I will here only focus on providing a suit-
able complexity class for 2SAT and 3SAT.

Beginning with the first, the use of two-variable interactions only allows to fully determine the state
of adjacent variables once a value is attributed. Using such a method, one can easily find a proper
polynomial algorithm and classify 2SAT accordingly. Numerous proofs exist and many algorithms
find a solution in faster time, but since we only care about asymptotic complexity I will provide a
short and easy proof.

Theorem 8. 2-SAT ¢ P

Proof. The idea here is to construct a implication graph out of ¢ and to observe how the assign-
ments propagates to the other variables. Given a formula ¢(z1, ..., x,), we construct the following
directed graph G = (V, E).

1. For any variable and its negative, we create a vertex. thus V = {z1,...,2,,%T1,...,Tn}.

2. Starting with E' = (), we then add the directed edges (@, b) and (a, b) into E for every clause
aVb.

What it means, is that if we assign any value 0 or 1 to a vertex z;, then we must propagate this value
to all its neighbours in order to satisfy the constraints. We will thus iterate on every vertex and look
for paths from x; to T; and vice-versa, using any graph search algorithm such as BFS or DFS.

If such a path exists, then it means that both x; and =; must take the same value, which yields a
contradiction. On the other hand, if we cannot find any contradiction then we can simply take the
value on every vertex as a satisfying assignment for ¢.

Last but not least, we need to verify that all this takes polynomial time. The maximum number

of constraint is given by @ = O(n?), and since we iterate on n variables performing two

searches for each, the total time of this algorithm is O(n?), which is polynomial as requested. [
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Figure 2: The implication graph for (z V y) A (y V %)

Theorem 9 (Cook-Levin *71). 3-SAT is NP-complete

Proof. In order to prove the NP-completeness of 3-SAT, we need to provide two things, the fact that
it belongs to NP and the NP-hardness. We will do this in two parts.

3SAT € NP

This part is easy. Given a satisfiable assignment f : {1,n} — B, we can simply affect every value
to the corresponding apparitions of the variable, which takes O(m) (where m < (g) is the number
of clauses), then iterate on each clause and verify that is yield true, which takes O(m) = O(n?)
time again.

3SAT is NP-hard

The idea here is pretty simple and quite remarkable. For any language L € NP, there exists a
non-deterministic Turing machine M that can decide it in n®. Given M and the input w of the
problem, what Cook and Levin did was provide a 3CNF formula ¢ with the following properties

1. If M accepts w, then ¢ is satisfiable.
2. If M doesn’t accept w, then ¢ isn’t.

Now if M accepts w, then it means that there must exist a computational path of M that leads to
an accepting state. Thus their idea was to represent any path possible of M run with w as a fableau
with the following layout. Each row represents a state of the tape at a given step, and the head of the
Turing machine is the bold character at the right of the cell containing its current state.

Qo | W1 | we | ... | Wpoq | w, | O O ... | g
w1 q1 Wo e Wp—1 W, O O e O
w1 Wa w3 e Wnp, Sn.,j q; Sn42,5 . O

Figure 3: A possible tableau for M

Now, we say that a tableau 7" is an accepting tableau if it represents a valid series of states in the
corresponding NTM and if the last row is an accepting configuration of M. Given the properties
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of non-deterministic Turing machines and the one-to-one relation between a tableau and the corre-
sponding computational path, it follows that

M accepts x < 3 an accepting table T for M
At this point, all we have to do left is find a 3CNF formula ¢ such that
J an accepting table T for M < ¢ is SAT

First, let us define the variables of ¢. Since our tableau 7" has n2¢ entries, and the set of possible
symbols on the tape is given by
S=Quxu{d}

it means that the whole state of 7' can be described by |S|n?* = O(n?) variables z; j s € B such
that

Tijs = 1< T[L]] =S
Now that we have our variables, let us define the constraints. There are in total four type of con-

straints

1. ¢;n— It aims at ensuring that the starting state of the TM is a proper starting state. Such a
constraint can be translated into

Din = %0,0,g0 N T0,1,w1 N ANTonwn ANT1ptp1,0N AT pe—1,0

2. ¢out— Same idea, but here we want to describe the fact that at the end of the computation, M
is in an accepting state. Note that we can only check the last row here since if the accepting
state comes before we can just tell M to do nothing for the rest of the computation.

nc—1

¢out = \/ "Eiync_LQaccept
=0

3. Gmutes— Here what we want to do is to forbids any state of our Turing machine where more
than one symbol is written in the same cell.

b=\ [(\/)A< A <v>)]

1<i,j<n¢ sES s,te S, s#t

4. ¢prop— At this point, the only condition left to be checked is that the computational path is
valid. In order to do this, we must ensure that every row — which again represents a state
of the TM — logically follows from the precedent one, according to the rules of its transition
function 6.

In order to do that, what Cook and Levin did was divide the tableau into 2 x 3 windows,
and use the following lemma, which I will not prove here.

Lemma 1. If the first row of the table is valid and every 2 x 3 window is a legal — i.e. it
respects the transition function — then every row yields the next one in the computation of the
™.
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With this tool, all we need to do is provide a formula that goes over all windows and checks
if they are legal.
Pprop = /\ "window [i, j] is legal”
0<i,j<nc—3
In order to transform this into a real formula, we need a little trick. Since every legal or
illegal window can be represented as a tuple (aq,...,a,), we can simply go over all legal
combinations and check if one corresponds to our current window. This yields

(;Spmp = /\ [ \/ (ziJﬂh A A $¢+1_]j+27a6>‘|
(a1,..

0<4,j<nc—3 .,an ) legal
= A l A (@j,al VeV 1‘1‘+17j+2,a6)]
0<i,j<n—=3 L (a1,...,an) illegal

Having define all our constraints, all we need to do now is verify that the formula

¢ = ¢m A ¢out A (bmutex A Cbprop

can be transformed into a 3CNF formula with a polynomial number of clauses. Let’s go over them
one by one.

1. ¢in is already a 3CNF formula with O(n°) clauses.
2. ¢out can be easily transformed into 3CNF with additional variables using the following schema
xrVaaVe-Va, =@ Ve VY ) A[G VasVya) A A(Tr_o VTr_1 V Tp_2a)

Using this, the number of additional variable in ¢,,, is asymptotically equal to the number of
clauses, O(n°).

3. Pmutes cONtains O(n%) times the outer bracket, which can be reduced to a constant number
of constraints using the same method as for ¢,,¢. Thus O(n?¢) in total.

4. ¢prop is a little bit harder to see, but since the windows are of constant size, we can conclude
that the inner AND contains a constant number of terms. Since the outer AND iterates on
every possible window, we can see that once again the number of constraints is O(n%°)

Thus the total number of clauses in ¢ is O(n?¢) = poly(n) which completes the proof. O

2.5 Variant : MAXSAT
2.5.1 Definition

Before moving on to the next chapter, I want to quickly discuss a variant of SAT that will be im-
portant in the upcoming matter. The principle here stays the same, but more than simply looking
for a solution that satisfies all the constraints, we want to find one that minimizes the number of
non-respected ones.

Definition 19 (MAXSAT).

In terms of input/output, MAXSAT is defined as

Input : a CNF formula ¢

Output : an asignment f that satisfies the largest number of clauses in ¢
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2.5.2 Complexity

What is interesting is that such a little tweak in the definition lead to a different complexity classifi-
cation. In fact, while we have seen that SAT was NP-complete for k = 3, we have here the following
result

Theorem 10. MAX2SAT is NP-complete

I will not provide the proof because it is not of interest here, but the reason for such a distinction
between SAT and MAXSAT lies in the fact that MAXSAT is an optimization problem. In fact, we
cannot apply a reduction algorithm anymore (like it can be done with 2SAT) simply because we
cannot ensure the fact that the outcoming assignment will be the one that minimizes the number of
unsatisfied clauses.
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3 A Quantum Analogue for SAT

Having set the frame of theoretical computer science and quantum computing and analysed classical
satisfiability, it is now time to turn our eyes on the main topic of this work, which is the study of
some quantum equivalent for the satisfiability problem. As we will see, this problem has already
captured the interest of a lot of computer scientists and physicists, and has the same property than
its classical counterpart when it comes to be closely related to a lot of various areas of research.
However, the problem is has not yet revealed all his secrets.

In this chapter, I will first explain the motivation behind such a study and what a quantum con-
straint looks like. Then, I will explore different definitions that were made by different physicists,
and I will end by exploring and summarizing several articles about the place of such a problem
among the complexity hierarchy.

3.1 Quantum Satisfiability in Nature

Quantum satisfiability, in its most natural form, is a phenomenon that appears in multiple fields of
physics. It is therefore a nice place to start when trying to grasp the computational power of quantum
interactions. Upon the most famous applications, one can mention the study of the states of matter,
and the properties of magnets.

The magnetic or non-magnetic property of a given piece of matter comes from the alignment or
disorder of huge quantities of tiny magnets. In fact, every particle possess a tiny magnetic mo-
ment'®, which is called the spin. The spin is typically a quantum property, as we can think of it
being a superposition of two states'’, up | 1) and down | ).

Having said that, the spin of each particle will be influenced by the environment and the neigh-
bouring particles. In order to try and visualize this, try putting two magnets next to each other. The
resulting system has two states

1. Parallel : both look in the same direction | 11) or | {{)

2. Antiparallel : the south pole of the first touches the north pole of the second, and vice-versa

[ 14) or [ 11)

Upon doing the experiment with no external force, the opposite magnetic poles will attract each
other and the system will usually end up in the antiparallel state. A way to think about this is to
attribute each of these state an energy level, calculated with the magnetic potential energy of the two
magnets. Nature then, will always try to be in the state of lowest energy.

On the other hand, if the magnetic field surrounding these two magnets is strong enough (or if
you hold them with your hands), the first state may become of lower energy, which would mean that
the magnets would then align in the parallel state.

The relation between this example and quantum satisfiability is that the spin of each particle can
be seen as a variable, and the local spin interactions corresponds to constraints on the total system.

16Think of it as the orientation of the tiny magnet
"Note that there are different spin properties and the one mentioned here is the spin % As it possess two base states, it
can be used as a physical representation of a qubit.
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Therefore, a constraint in our case must be understood as something that will cost energy to the sys-
tem, and a solution of the underlying satisfiability problem will be a quantum state that minimizes
the total energy of the system.

What is interesting about this, is that the behaviour of the solution space of large satisfiability prob-
lems will therefore exhibit very similar properties to the atomic structures. For instance, certain
materials, such as spin glass'®, are stuck in states that do not minimize their energy. Physicists thus
believe that it has to do with the fact that in this case, solutions are very clustered and nature does
not have the time to explore all possible states in order to find the best one.

3.2 Projectors & Hamiltonians

Let us go back to quantum computing and define what would be the mathematical definition of
a constraint between multiple qubits. Because qubits can take infinitely many values, it won’t be
possible to have a constraint that is as straight-forward as excluding one possible state, like in the
classical case.

This idea though must be kept, but since the set of possible states is no more discrete but spans
linearly in an Hilbert space, we should rather speak of excluding a specific subspace of the states.
An important distinction as well is that our given state |¢) is now able to be in a superposition of
multiple states, where some are perpendicular to the forbidden subspace, and some aren’t. We will
thus affect a cost for each state that lies in the forbidden subspace, according to the probability of
being in this subspace when we project our state into it. For example, if we want to forbid the sub-
space spanned by the state |¢), we will add the cost defined by the probability of our space to be in
the forbidden subspace, which is given by

[{olv)?

Such a notion is generalized in quantum physics by the notion of Hamiltonian, which is an observ-
able associated to the total energy of a system. Its eigenvalues represent all the possible energy
states that the projected state can take, and the corresponding eigenvector gives the outgoing state
after projection.

Definition 20 (Hamiltonian).
An Hamiltonian H is an observable on the total energy of a n qubits system in state [{)) € H,
represented by a 2" x 2™ Hermitian operator

d
H = \loi) (¢l
i=1
Remark 20. The lowest energy state, which corresponds to the lowest eigenvalue \1, is called the
"ground state".

Remark 21. An Hamiltonian is said to be "k-local” if it acts non-trivially on a k-qubit subset of the
total system.

Remark 22. An Hamiltonian of rank 1 projecting onto an unique state |¢) with energy 1 will be
called a "projector”

I1¢ = |¢)(¢|

and we define in the same way a k-local projector H‘g with respect to a k-qubits state S € H.

Bhttps://en.wikipedia.org/wiki/Spin_glass
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3.3 Quantum SAT
3.3.1 Definition

Let us now use the above notions in order to define the Quantum equivalent of 3SAT. Recall that in
the classical case, we only exclude one possible state for each subset of k bits. Therefore, it would
seem rather natural to define QSAT in terms of projectors.

Definition 21 (Quantum SAT).
Input : An Hamiltonian H = Z;nzl I1; that is a sum of projectors acting on a n-qubit Hilbert space
H.

Promise : Either
e There exists an n-qubit state |) € H such thatIL;|yp) = Oforallj=1,...,m — H € Ly.s.
o Y (W|IL|Y) > & forall 1) € H where § =

Problem : Decide which one is the case

1
poly(ny HeL,,.

Remark 23. The "promise gap" § is required in order to be able to distinguish a non-zero result
from a null one in polynomial time.

Remark 24. If all the projectors are k-local, then we denote the problem as kQSAT.

Now this definition is quite convenient, as it allows us to formulate the problem in terms of linear
algebra in the following way

Claim 1. An instance H of kQSAT is satisfiable if its kernel ker H has non-zero dimension.

3.3.2 Product and entangled states

An interesting question that we can ask that has no counterpart in the classical case is to know
whether the complexity of the problem changes if we require the satisfying state |1)) to be a product
state. It is not clear at this point if it actually makes a different or not. We will denote the restriction
of QSAT to product state solutions as PRODSAT.

Definition 22 (PRODSAT).

Input : An Hamiltonian H = Z;”:l I1; that is a sum of projectors acting on a n-qubit Hilbert space
H.

Promise : Either

e There exists an n-qubit product state |) € H such that IL;|1)) = 0 forall j = 1,...,m —
IT € Lyes.

o YU (WILW) > 1 forall |¢p) € H — 11 € Ly,

Problem : Decide which one is the case

3.4 The Local Hamiltonian Problem

This first definition of quantum satisfiability is very close to the classical definition, but it might
be interesting to take a step back and look at a broader one. It is indeed hard to talk about QSAT
without mentioning The Local Hamiltonian Problem, whose study has began earlier and seem of an
even bigger importance in quantum complexity theory.

In fact, we will that in the end, QSAT is nothing but a special case of LH, though they come with
different complexities.
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3.4.1 Definition

The main difference here is that we allow our Hamiltonian to have ranks > 1, within the terms we
defined above, it means that we will use k-local Hamiltonians instead of k-local projectors. One
of the direct implications of this is that we won’t be able to guarantee that the ground state of our
satisfying state is 0. Thus, the goal becomes to find the state that minimizes the ground energy
and know if it is bigger than a value defined in the promise.As a result, we can say that the Local
Hamiltonian problem is in fact closer to the classical MAXSAT.

Definition 23 (LH).
Input : A k-local Hamiltonian H acting on a n-qubits Hilbert space H.

Promise : There are real values a and b with a < b such that
o There exists a n-qubits quantum state ) € H such that (Y|H|y) < a — H € Ly
o For all n-qubits quantum states |vp) € H, (Y|H|p) > b — H € Ly,

Problem : Decide which one is the case.

Remark 25. Because of the fact that the energy of an Hamiltonian is minimized in the eigenspace,
the problem can also be understood as either there exists an eigenvalue of H that is less than a, or
all of them are greater than b.

Remark 26. 3-SAT is an instance of 3-LHy 1. For every clause
Cj =Tq VTpV T
we define the corresponding Hamiltonian
Hj = 10){0la ©[0){0]p © [0)(0]

Remark 27. Using the same argument, 3-QSAT is equivalent to 3-LH y,

3.4.2 Feynmann’s Hamiltonian Computer

I discussed in the introduction some of the avant-garde thoughts of Feynmann on quantum comput-
ing. As a matter of fact, there is also another idea of his which I would like to discuss here.

Beyond the idea of quantum circuit or quantum Turing machine, Feynmann had another interpre-
tation of what a quantum computer would look like. In order to understand it properly, we need
to state Schrodinger’s equation, which is of major importance in quantum physics as it describes
the time evolution of any quantum system. It can be written in many ways, but since the matter of
interest here is its meaning, I’ll use the following.'”

.0
ih (1)) = H|¥ (D)

197, is Planck’s constant and i is the imaginary unit
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The resolution of this equation is a very hard problem which I will not discuss here. However, what
interests us is that if we chose H so that it does not depend on the time, we can use a simpler version,
which is often called the time-independent Schrodinger’s equation.

E|9) = H|D)

This result explains why I presented the Hamiltonian as the observable of the energy of a system.
Considering this, Feynmann’s great idea was to use this time-independent equation to simulate a
sequence of operations in a quantum mechanical system. In [6], he states that, if we can build an
Hamiltonian that does that, then the only thing left to do is let nature run its course and measure the
result, hence the idea of Hamiltonian computer.

Feynmann also provides a possible implementation of this kind of computer, which is very clearly
explained by Daniel Nagaj in [14] and that I'll state here. He begins by describing the total space
of the system as two registers. The first contains the n qubits that will be used for the actual com-
putation (the work space), and the other serve as a counter to keep track of the order in which the
operators must be applied (the clock space).

H= Hwork 02y Hclock

In his original representation, the clock space contains L particles which T’ll denote {cq, ..., cp},
and every step t is represented as all qubits in state |0) expect the ¢-th one.

|t>C = |0C07""Oct—171Ct70Ct+1ﬂ"'7OCL>

Let us now focus on how to implement the actual operations on the work system. If the initial state
is described by |10g)., ® |0)., where I use the simplified notation |0). = |1,,0¢,, .- ., 0, ), then the
Hamiltonian should enforce the following transition

|¢O>w @ |O>c — U1|¢O>w ® |1>c = |7/’1>w Y |1>c
A simple way of achieving this is by using the following term
Ul ® |1><0|c

Now since all Hamiltonian must be Hermitian, so that the computation can be reversible, we must
add the conjugate term and thus we get the first term of Feynmann’s Hamiltonian

Hpy = U @ |1)(0] + Ul @ [0)(1].

Finally, in order to represent all the steps in the computation, Feynmann will simply use the follow-
ing

L
Hp =) Hpy
=1

With such a construction and according to Schrodinger’s equation, this Hamiltonian should bring
the state of the computer into a superposition

1
vL+1

L
t=0
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Considering this, if I measure such a state after enough time and find that the clock registers contains
|L), then I can simply take the measure on the working qubits as the solution of my problem, |¢)y,).
Moreover, I can always improve the probability of finding my system in this state by providing, for
instance, 2L extra clock qubits and linking them to the operation I on the working qubits. With such
a system, the probability of measuring |L) in the clock register is % which is more than enough for
practical purposes.

The idea of computing with Hamiltonians has evolved quite a lot since then, and in fact it has
given birth to a new computing model which is called Adiabatic Quantum Computation, which has
been proven to be equal to the standard quantum circuits computing model. But that is a story for
another day.

3.5 Complexity

Let us now focus on trying to find a proper complexity class for all problems we talked about. Since
the studies in this field are quite recent, I will go over several results in chronological order

3.5.1 Kitaev’s Clock Construction

The first person to have ever studied the problem of quantum satisfiability in the context of complex-
ity theory was the Russian-American physicist A. Yu. Kitaev in 1985. In his book [10], he reuses
Feynmann’s idea of Hamiltonian computation to build a proof that is based on similar principles as
the one used for the Cook-Levin theorem.

His first attempt, he proved that the problem with Hamiltonians built on O(logn)-local interac-
tions was contained in QMA.. I will not provide the proof here since a little tweak in the end allowed
him to prove the following, stronger result.

Theorem 11 (Kitaev ’02). 5-LH is QMA-complete

Proof. As always, we will separate this proof with respect to the two requirements of QMA-completeness.
S5LH € QMA

Proving that SLH is in QMA, as in the classical case, requires to provide an explicit quantum circuit
U (Arthur) that can verify a given answer in polynomial time. Kitaev proved it by adding an extra
qubit to the considered system (who will serve as a recipient for the answer), and constructing, for
each local Hamiltonian H; = > \s|1)s) (1|, a measurement operator

Wy [4,0) = [i) @ (VAJ0) + VI=X,I1)

Now, given an arbitrary state |¢) expanded in the eigenspace of H; with the form |¢) = >" _ cs|v)s),
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the probability of getting 1 in the answer qubit is given by

Pr[W; accepts |¢,0)] = ((é,OWVjT (T [1)(1])W;]e, 0)
- (S0 Wi o mupws( Seaivn)
= V1= A1 = her (s )
= Z(l — As)Cacy

=1-(¢|Hj|¢)

This is already a great result, since it will accept |¢) with probability p > 1 —a if |¢) is in the ground
space of H}, and in the opposite case, it will only get fooled with probability p <1 — b.

Now since we want to not only check one specific constraint, but all of them at the same time,
Kitaev’s idea was the chose an integer j uniformly at random, and to apply the corresponding opera-
tor ;. An easy way to do this is to add an extra set of qubits to our initial state, which we’ll denote
by the term operator qubits and which are in the state

1 ,
|@)op = T EJ: 19)

With these extra qubits, the operator we want to build can simply be represented as

w=>_lilew

Applying W to our state ¢ = |pop) @ |Pin) ® |0)ans provides an accepting probability of

Pr[W accepts |¢)]| = Z %Pr[WJ— accepts |
J

=Y (- @l )

_o )

which again is enough for Arthur to efficiently decide if he should accept it or not.
5LH is QMA-hard

This part gets trickier, since the goal here is to provide a polynomial-time reduction from any quan-
tum circuit to a 5-Local Hamiltonian problem. In his proof, Kitaev will reuse Feynmann’s idea of
time-independent Hamiltonian and, given a quantum circuit U = Uy, ... U; acting on an input state
that is composed of Merlin’s p-qubits certificate |£) and n — p ancillas qubits, use a Hilbert space

Hwo'rk by Hclock

where the exact qubit implementation H.;.., Will be explicitely defined later (for the moment let us
believe that it can be in states |0), . .. |L)). Moreover, in order to simplify the notation, I will denote
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the work qubits as {wy, ..., wny}.

The idea here is to try to enforce the ground state of this Hamiltonian to be a superposition of the
computational path of U, adding penalties (in the form of extra energy) whenever the state deviates
from this path. He calls such a superposition the history state of U

|¢) [Ye)w @ [t)e

history — \/ﬁ ;

where 1) = Uy ... Ui|tho)w and |¢o) = |€) ®10,...,0). Having said all that, Kitaev’s Hamil-
tonian now consists of three terms

H = Hzn + Hout + Hprop
which are defined in the following way.

1. H;,— Its role is to verify the fact that all the ancillas qubits are in initial state |0) when ¢ = 0.
This translates nicely into

Hin = @ 11){Lw, ®10){0].

1=p+1

2. Hyyu— It has low ground state only when the quantum circuit U ends up accepting the input
by providing a constraint on the output qubit of U (which in our definition is nothing but the
first qubit of the input) at time t = L

ﬁout = H’lll)l &® ‘L><L|clock

3. Hp,op— In the same manner as in the classical case, the idea is now to verify the proper
progression of the circuit U. The Hamiltonian constructed here is nothing but Feynmann’s in
his Hamiltonian computer. For each transition (¢ — 1) — ¢, we need to enforce the fact that
the operator U, is applied. This yields

1
HPTOP,t = 5]1%” ® (|t - 1><t - 1|c + |t> <t|6)

_ _%[(Ut)w @ |t = 1o + (U))w @ [t = 1)(t]]

Now it is straightforward to see that this operator will yield 0 for every term that does not
involve step ¢t or ¢ — 1. On the other hand, when applying it to the terms including |¢;_;)
and |1;), it creates a penalty if the two states are not related with respect to the corresponding
unitary operator U;. In order to show this, let us consider an arbitrary state

16) = 19t)w @ [t)e + [Pr41)w @ [t + 1)

When measured with this Hamiltonian, we get the following result

(01 Hprop,t

8) = {dallloe 1)t — 11t — 1) + S(GulTlo) le)?

‘%wmmqumprH_n—%whmﬁmvaH—UWﬂ
=1— || (6e|Ut|pe—1) |
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which is equal to 0 only when the ¢y = U;|¢;—1) as we wanted. After having defined such an
Hy,p0p,+ for every Uy, we combine them into the final term

L
Hprop: § Hprop,t
t=1

Now that we have our Hamiltonian, but we still need to prove that it has eigenvalues that correspond
to the cases where U accepts Merlin’s proof |1.).

At this point, we could just left this proof in this state, and in fact that is what Kitaev did in his
first attempt, counting in the clock state in binary with log L qubits. The problem however, is that
such an Hamiltonian acts on the whole clock space and thus is only O(log L)-local.

A way to go around that is to realize that the clock state can be embedded in a larger Hilbert space
containing L qubits in total, and where the correspondence with the time is given by

[t) —11,...,1,0,...,0)
—— —
t L—t

With such a clock space, we can replace our previous clock projectors in the following fashion
10){0] — 113
[L){L]e — I}
[t)(tle — IIIY,
6= 1) (1] — T, ((0){1) T,
[t)(t = 1] — Ty (11)40]) 115,
which now uses only 3-local interactions. But now a new problem arises, given such an enormous
clock space, there are a lot of states that should not be possible. What if, for instance, the clock is in

a state 0101 ...01) ? We should forbid such spaces, as they do not correspond to a legal represen-
tation of the time.

Kitaev deals with this problem pretty simply. He adds a new term to his Hamiltonian with the
given role of forbidding unwanted spaces.

L—-1
Hclock: = H%” & Z H?Htl+1

t=1

At the end, since all U;’s act on 2 qubits from the work space and the clock can be represented with
maximum 3 qubits, the hamiltonian H is 5-local as expected. O

3.5.2 Kempe and Regev on LH

The story continues two decades later when Julia Kempe and Oded Regev release a proof that 3LH
is QMA-complete as well.

Theorem 12 (Kempe-Regev, *03). 3LH is QMA-complete
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I will not enter the details of the proof [9], but the idea is the following. The 5-locality of Kitaev’s
Hamiltonian comes from the fact that circuit operations acts on 2 qubits and he needs 3 to define
the clock state. Here, Kempe and Regev find a way to reduce the locality of the propagation Hamil-
tonian by using only 1 qubit of the clock register, which yields a result for 3-local Hamiltonians only.

The story doesn’t stop here. 1 year later, the same scientists, with the help of Kitaev, manage to
reduce the locality even further and prove the following

Theorem 13 (Kempe-Kitaev-Regev, ’04). 2LH is QMA-complete

Once again, I will not state the details of this proof [8], because it relies on concepts that are far
more complicated than what I studied in the context of this project. The main difficulty though was
to include the fact that unitary operations of a quantum circuit U already using 2 qubits, it would
mean that no clock qubit can be used. Their construction allow to reduce the constraint on the
unitary operations in the work register to only 1 qubit, which gives a resulting Hamiltonian that is
only 2-local.

3.5.3 About 1ILH

Now, the interesting question becomes : can we reduce it even further ? Apparently not. In fact, it
is not hard to see that even with a classical computer, finding the ground state of a sum of Hamil-
tonian that only act on a single qubit can be done by iterating on each qubit, and finding the lowest
eigenvalue for each. Thus, this ultimate result on LH.

Theorem 14. /LH € P

3.5.4 Bravyi on QSAT

Now that we have quite a clear vision on the difficulty of finding ground states of local Hamiltoni-
ans, let us turn our eyes on QSAT. As a remainder, we know that each Hamiltonian here is of rank 1
only, so we can expect the problem to be somewhat simpler.

As a matter of fact, there is also another important difference with LH. When considering QSAT, the
fact that we only deal with rank 1 projectors allows us to require the ground state of the Hamiltonian
to be exactly 0. As a direct consequence, we can expect to compute QSAT with one-sided error on
a quantum computer, hence the corresponding complexity class QMA; .

The first person to really focus on QSAT in the way we do here and find interesting results is Sergei
Bravyi. In his article from 2006 [4], he uses the same clock construction as Kitaev, but then maps
the other Hamiltonians onto a set of 4-local projectors, which yields the following result

Theorem 15 (Bravyi, ’06). 4QSAT is QMA-complete

In the same article, Bravyi shows an even more interesting fact. He provides an explicit classical
polynomial-time algorithm that, given an instance of 2QSAT H, outputs one of the following

1. H has no satisfying assignment
2. A product state [¢)) = [1)1) @ ... |1b,,) such that H|y)) = 0.

3. Aninstance H of quantum 2QSAT that acts on n — 1 or smaller number of qubits, and that is
equivalent to H.
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Having found this, it is easy to see that we can repeat this algorithm at most n times and get an
answer in polynomial time. Thus,

Theorem 16 (Bravyi, ’06). 2Q0SAT € P

Once again, I will not provide the proof [4] here. The main idea is to use a reduction method that
propagates the assignment of a qubit to its neighbours (in the same way as in the classical case). Such
a propagation is realized with the help of a Tranfer Matrix which I will explain more in section 4.4.1.

All these result lead to the very interesting possible conclusion that QSAT behaves on quantum
computers in the same way as SAT on a classical one.

3.5.5 Gosset and Nagaj on QSAT

Bravyi will not find a way to reduce his proof of 4QSAT, and we must way 7 years to finally have an
answer. It is the two physicists David Gosset and Daniel Nagaj that will finally bring our exploration
of QSAT to an end, with a result that comfort what we already believed.

Theorem 17 (Gosset-Nagaj, *13). 30SAT is QMA-complete

In this paper, Gosset and Nagaj provide a new kind of clock construction whose objective is to
reduce the locality of the Hamiltonian by providing two clocks with different behaviours, one using
only 1-local interactions and the other 2-locals, coupled together with extra hamiltonians that check
the synchronization between both and the legality of each state. I won’t provide more details here
because it gets very hard, but zealous readers can admire it in [7].

33



4 Random QSAT

An other interesting approach on the satisfiability problem is the study of the probability of finding a
satisfiable set of constraints when one picks them at random. In this chapter, I will first explain how
this problem is defined, and then provide a study of random graphs in order to understand different
properties that it exhibits.

Most of the results I will present here are those of C. Laumann, R. Moessner, A. Scardicchio and
S.L. Sondhi in [11] and [12], as well as those of S. Bravyi, C. Moore and A. Russell in [3].

4.1 Introduction

The idea here (which is nothing but the QSAT version of Random SAT), is to consider a set of n
qubits and randomly chose a collection of m k-tuples out of the (2) possible combinations. When
doing that, we will denote ov = 7= as the clause density of the problem.

Now in a similar way as QSAT, we will affect to every k-tuple j (1 < j < m) a projector
7 = |¢;) (6]

picked at random in the corresponding 2*-dimensional Hilbert space H ;- The goal now is to analyse
the probability of having a satisfiable assignment as m, n — oo with « constant

4.2 The Geometrization Theorem

One of the first important result that one comes accross when analysing Random SAT is that the
satisfiability of formulas does not depend on the values of the constraints but only on the geometry
of the graph. This intriguing result raises the question of its applicability in the quantum case.
Fortunately, the physicists which I mentioned above were able to prove a similar statement, which
is denoted as the geometrization theorem and is stated as follows.

Theorem 18 (Geometrization Theorem).

Given an instance H of random kQSAT over an hypergraph G, the degeneracy (dimension) of zero-
energy states dim(ker(H)) takes a particular value D with respect top the choice of projectors on
the edges of the hypergraph G.

Proof. Let us take a fixed hypergraph G' with m hyperedges, then

m m

H = Zﬂi = Z |p:) (@il
i=0 i=0

depends only on the values of the |¢;)’s and thus H can be seen as a matrix-valued function of the
matrix

P = (‘¢0>7 |¢1>> sy ‘¢m>)

which is a 2% x m matrix containing all 2¥ components of each one of the m vectors |¢;). Now
what we need to show is that dim(ker(#H(®))) is independent of ® with probability 1.

The idea is that if we chose an explicit ¢ so that H has maximal rank r, then there exist an r X r
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submatrix of H (let’s call it A) such that det A is non-zero 2°. The trick is that this submatrix deter-
minant is also a polynomial in the components of |¢) and therefore is only zero on a submanifold of
|¢) of codimension at least 1.
Therefore, with probability 1, H has rank r and the degeneracy of zero-energy states is
dimker H = 2" —r
O

This result constitutes one of the more important ones in this study since it allows us to analyse
quantum satisfiability as a graph geometry property and without reference to quantum Hamiltonians,
which simplifies a lot the analysis. A good place to start then would be to analyze how such random
graphs behave, particularly in the case where the number of vertices goes to infinity.

4.3 Erdos-Rényi Graphs

Erdos and Rényi are two mathematicians that developed a theory of random graphs which I will
presented. I will explain the major points concerning the study of random QSAT, with the help
of [2].

4.3.1 Two Models

When talking about random graphs, two different yet closely related definitions can arise. In the
first, we will fix the number of vertices and edges, respectively n and m, and then place these edges
randomly on the graph. The original name of this model is G (n, m), though for convenience we will
often refer to it as G;!,. Furthermore, we will denote a graph built on this model as

n n
Gm ~ g’ln

In the other model we don’t want a specific number of edges but instead, we fix a probability p such
that every possible edge out of the (’;) possible appears with probability p. Here again, we will refer
to graphs built on this model as

Gy~ Gy

Now if we try to compare the two models, we can see that the probability of having a graph with m
vertices when going for the G model is given by

Pr[G} has m vertices] = p™ (1 — p)(’;)—m

and furthermore, any graph with m vertices has an equal probability of
(M
(D) -
m

of being chosen. Finally, the expected number of edges in such a graph is given by

iz = (3o

20This theorem is provided in Appendix B
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Using the Law of Large Numbers?!, we can say that

|E,| = <Z>p] MRE |

and thus we can suspect the fact that, for large values of n, G(n,p) and G(n,m = (g) p) behave

similarly, which is the case for monotone properties as we will see. In particular, since in our

problem we consider a fixed clause &« = ™, we will look at probabilities of order

n’

Pr

. m _an 2 2704
5 () n-1 n

4.3.2 Properties

Now that we have seen the two models, we may want to take a closer looks at what kind of properties
we can expect from them. But first, we need to define what we refer to as a random graph property.
In particular, we will here take a look at monotone properties of random graphs.

Definition 24 (Monotone Property).
A monotone property is a property Q such that for any graphs G, H,

GeQQ,GCH = HeQ

The use of monotone properties makes the study of random graph much easier, since the probability
for a model to verify a given property (), which I'll denote respectively as P,,,(Q) and P,(Q)
depending on the model, increases with m or p. In addition to that, and in order to simplify the
notation, I will use the following notation used by Bollobas

Definition 25 (Almost Every).
We say that almost every (a.e.) graph G, (resp. G),) satisfy a property Q if

nh_)ngo P (Q) (resp. P,(Q)) =1
Moreover, since it is not very convenient to always have to switch between the models, I’ll use the
GP one in this study. One should keep in mind that under several technical assumptions (which I’ll
not further discuss since it doesn’t concern our matter), those two models are equivalent with respect
to the expected values of monotone properties.

Finally, an important point that Erdos and Rényi discovered was that the behaviour monotone graph
properties in random graphs is often dictated by threshold probabilities, under which the probability
of having the property is almost 0 and which quickly becomes 1 as it slightly increases above the
threshold value.

4.3.3 Apparition of Subgraphs

The context being set up, the specific property around which random SAT is built is the property of
containing a specific subgraph. It is easy to see that it is indeed a monotone property, and as such
it does exhibit a particular threshold probability above which the probability of apparition quickly

21 Appendix C
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becomes 1. At this point, the number of subgraphs is defined as a Poisson distribution®2.

Finally, the subgraphs which we are going to look at are called strictly balanced®®, and they ap-
pear with the following probability.

Theorem 19 (Stricly Balanced Subgraph).

Let H be a fixed strictly balanced graph of order k and size | > 2, and denote by | Aut(H)| the size
of its automorphism group. Moreover, set p = cn™ /" with ¢ > 0 constant. Finally, denote by X g
the number of distinct?® H-subgraphs of G- Then,

l

D c
Xg > PAwithh= —
o T T ()
In particular, it means that
. e M\
lim PXy =7r] =
n—00 rl

Proof. Let’s count all the possibilities of including a H subgraph in G. First of all, there is

n
k
ways of choosing k vertices out of the n in V. Now, there are

k!

|Aut(H)|

ways of choosing the edges so that the graph is similar to H. Finally, each of the chosen edges
appears with probability p, so the total probability of having all edges chosen is given by

pl

Putting it all together and using Stirling’s formula we get,

n\ K n* d
=)= () praca? ™ T = T =

Now, we only need to show that for every fixed » = 0,1,..., the expected number of ordered
r-tuples of H graphs which is represented by the rth factorial moment E,.[X ], is asymptotically

equals to A". This time, there is
ﬁ n — ik
k

i=0

ways of choosing the vertices for every graph, and
T
k! plr
|Aut(H)|
22 Appendix C
23 Appendix E

24Note that this result is the same without the distinct subgraphs property but the proof is harder and we do not need it in
our context. More information about this can be found in [2], p.81
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ways of choosing the edges, including the probability that each one appears. Altogether and with
Stirling’s formula again, we get

s = [T (")) ()

=0

~ [H — k)k] (|Auf<!H>|)rp”

rl

Y Taw(m)?
= >\T

From there, the Poisson distribution follows. O

Having said that, it is easy to understand the following threshold probability.

Theorem 20 (Probability Threshold).
Let H be an arbitrary fixed graph with maximal average degree % > 0. Then

. [0 ifpnFt =0
nlLH;oPT[HCGp]{ 1 ifpnk/t = oo

4.3.4 The Giant Component

In the light of the above theorem, Erdos and Rényi were able to prove that, under low clause density
(o = % for a normal graph to be more precise), the only components that could appear were trees
and finite loops. This is due to the fact that every subgraph that is more complicated than a cycle
contains therefore m > n + 1 edges, and we have seen that such subgraphs cannot appear before
some p = =. Now the study of such behaviours is very technical and difficult, so I will only provide
an useful overview and skip the theorems that lie behind.

When one goes over this threshold though, we can observe the apparition of a Giant Component
at clause density og.. Such a component is defined by a size larger than % of the graph and which
quickly connects to every remaining isolated subgraph as one passes over the threshold probability.
Having said that, the giant component in a random k-regular hypergraph?>2°
cific clause density, which is defined by

appears after a spe-

!
Qe = Fk—1)

What we should expect from this behaviour when looking at 2QSAT is that such an component
would allow the presence of a sufficient amount of unsatisfiable subgraphs (in our case figure eights)
which will lead to a polynomial-time distinguishable lower bound for the ground state of H.

23a brief definition of hypergraphs is provided in Appendix F.
263 normal graph is just the case k = 2.
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4.3.5 The Hypercore

An other interesting phenomenon is the emergence of an Hypercore. A k-Hypercore is defined as
a component on which we cannot get an empty graph by successively removing each k-hyperedge
that contain a vertex of degree 1.

Now it is easy to see that in the case k = 2, the giant component itself represent an 2-hypercore.
Within higher values of k though, we can observe that the apparition of the Giant Component and
the Hypercore do not coincide.

The threshold value for the apparition of a k-hypercore is not as straightforward as the one for
the giant component, and requires a lot of prerequisites. I will therefore not enter details and you’ll
have to believe me that the value for & = 3 is

ape = 0.81

4.4 Random 2QSAT
4.4.1 Bravyi’s Transfer Matrix

The results in [11] and [12] are based on a construction called the Transfer Matrix, that was earlier
discovered by Bravyi. This construction allows to propagate an assignment on a qubit onto its
neighbours, in the same way that we can propagate boolean assignments in the classical 2SAT by
looking at the implication graph. The matrix is defined in the following way.

Theorem 21 (Bravyi’s Transfer Matrix).
For every starting state |1;) and projector I1;; = |¢;;)(¢i;|, there exist a matrix T;; - called the
Bravyi’s Transfer Matrix - which yields a state |1);) = Tj;|1;) such that

(Wij [ j|bij) = 0
Where |1;;) = |ti) @ |¥;).

Proof. First of all, let us rewrite the constraint using our hypotheses

(i [T |thij)

((whi] @ ()5 (J9ps) @ \% )

(il ® (el (@) ) () @ .
(

)
(4l @ (wal @)1 1) (6 (0 \wz)

0
0
0

Now, given the properties of the scalar product, we have
(<¢z| ® <¢¢|(Tij)T) [¢) =0« (9] (|¢z> ® ng|1/h>> =0
which mean that we can only focus on finding T, such that

(@1 (le) © Tiglyn) ) = 0
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Now, since [¢);) is a 1-qubit state, it can be written as
i) = ($i)ala)
a€lFy
In the same way, |¢;;) being a 2-qubit state, we write
6i) = Y (6ij)p4187)
B,v€EF2
where ¢o0, ¢o1, P10, P11 € C. Finally, we can write T;; in Dirac notation as
Tij =Y (Tij)snl6)(n|
5,m€F2
where again a, b, ¢, d € C. Now we can easily see that

i) @ Tgl) = (D2 Wadale)) @ (D2 (Tig)salddtnl) (3 (i)ala)) )

a€cl; 6,n€Fy aclFy

(D @aled) @ (32 (T)an(@al))

aclFy §,mEF,

S 0)a(i)g(Ty)splad)

a,8,n€F;

And furthermore,

<¢|(1/1i> ®Tij|7/)i>>

(> @eB) (D Waalwidn(Tig)smlad))

B,vEF2 ,5,mEFs
= 3 (0])ar@i)a@i)n(Tij)v
a,y,nEF2

Since we have no information on (1)) 1, this gives us the following equations system

(Tij)o0 950 + (Tij)ordp =0
(Tij)o0d1o + (Tij)o1dt1 + (Tij)10060 + (Tij) 1166 = 0
(Tij)10070 + (Tij)11¢31 = 0

Which with a little bit of linear algebra, boils down to

(Tij)o0 = —951p
(Tij)or = —dgop
¥ eC
(Tij)10 = ¢11p r
(Tij)1 = iop
Now this p factor depends on v; and since we will later on divide the result of the multiplication by
its norm to fall back into a normalized quantum state, we can arbitrarily set p = —1, and thus get

the matrix

([ oh
Tii (—<z>z§o —%)
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Example 1. Let’s take two arbitrary states
o o) = 5[0y + L[1)
 [655) = 5100) + 3]01) + §[11)

This yield the following Transfer Matrix

From there, we can compute

? 1 1—14
3 2 1—1 1
Ti‘wi:( 1 2) V2 2(2\/5)— 0) — =
o= ("1 5) () =(2F) =550 50
Which allows us to find
) = Tyl 38100 — 3l 1’i|0>,i|1>
DTl | z > VA

Finally, the 2-qubit vector is

1—12 1 1—1 1
[Pig) = Tﬁ|00> - §|01> + e 110) — §|11>

And we can easily find that
1 1—4 il

[ _|_7
2v2 V2 22

1 1—it+i—1

(Gij|vij) = 1 =0

N | =
N |

4.4.2 Trees are PRODSAT

In the classical case, it is easy to see that trees are satisfiable. Each constraint only require one bit to
be set in order to be satisfied. Therefore, an usual way to solve satisfiability to a tree is by fixing the
value of the leaves, and then iterating on every neighbour towards the root until all bits have been
assigned. In the quantum case, we will see that the case is quite similar. In fact, we do not even
require to have entangled states in order to satisfy constraints.

Theorem 22 (Trees).
A tree comprising n qubits has a satisfying product state

0= Q)

Proof. The first idea here is to define a non-orthogonal product basis for the Hilbert space of the tree

In order to do so, we will proceed in the following way
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1. Start by choosing any 2 linearly independent quantum states [0°), |1°) as a basis for H,.

2. For every neighbour ¢, use the Transfer Matrix to compute the corresponding basis

TOZ|O >
0°) =
I To:[0°) ||
|1z> T0%|10>
1 To19) |

3. Proceed recursively in the same way and therefore get a basis {|0%), [1%)} for every H;

Now let us consider a generic state |¢)) € # and the action of any projector II;; = |¢;;)(¢;;| on it.
In our new basis, we can factorize this state as

|9) =[0°07) 45 @ | po) i
1) @ 1) —i
F(10717)i5 4+ [1°07)i5) @ [p4) i
+(10119);5 — [1907)5) @ |p—)—s;

Where |p.)_,; represent some state state of [¢)) without its qubits 4, j. For the first two superposed
states, we know that . o
I1;;0°07) =11,;;]1°17) = 0
because we explicitely defined our two bases to satisfy this. Then, the third state yields
(011 (10°17) + [1707) ) = (6551 (10°) @ Ty 1) + 1) @ T3500"))
= (041 (107 @ (eal,) 1) + 1) @ (e0]))[07))

= (X @pasta'sl) [0 @ (Y (el)hh)

. feF, YEF2
+11h e (Y (e6])0l)]
YEF2

— (X @iates) (X a0 + (el ol
o.B€F, vy€EF2

:( 3 (¢;j)aﬂ<ai5i|)( > (e¢3j)75|5ivi>)
o.BEF, v,0€F>

:( 3 (¢;}.)aﬁ<aiﬁi|)( > (eéij)75|5i7i>)
a.er, ~,6€F,

= Y @as(es])sa

a,BEF2

=0
Therefore, for our state |¢) to satisfy the constraint, we only need to satisfy the constraint

(0" = (107 )|y = 0
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Which is totally equivalent to . .

(017 ]¢p) = (107 [4))
In particular, this means that every pair of neighbouring qubits lie in the symmetric subspace of the
corresponding (C2)2 Hilbert space. Supposing we have defined

;) = cos %|oi> + ¢ sin %|1i>

with «, 8 given and we need to define v and § such that

[1;) = cos %|01> + ¢” sin g|1l>

This will yield a product state
= cos = cos L11070),
|¥)i; = cos 5 €08 2| 070)3;
+ cos %ei‘s sin %|iojl>ij + ¢ sin % cos %|i1j0>ij
+ e sin %ei‘; sin %|i1jl>ij

And thus the only constraint for this state to be in the symmetric subspace is

a s .Y . e y
cos 5626 sin — = "% sin — cos )

2 2

Which gives us a 1-dimensional solution for |¢);. As a result, since the degree of freedom of the
first qubit is 2 and we have 1 extra for every other qubit in the tree, this leads to a solution space of
dimension n + 1. O

4.4.3 Loops are PRODSAT

Now that we have explored the small fraction of tree graphs, let’s turn our eyes on loops. When
considering a single loop, there is in general two satisfying states.

Theorem 23 (Loops). A loop containing n qubits has a satisfying product state

n—1

¥) € {]00...0), [11..1)} € Q) H,

=0

Proof. Start with a single line of n + 1 qubits, with the set of projectors {II; ;41| ¢ € [0,n — 1]}.
From what we saw in the previous section, any state

lv) € Sym"C?
satisfy the constraint
IL i+1]) =0 Vie[0,n—1]

Now, a simple way to transform this line into a loop is to say that the first and the last qubits are the
same. This yields two additional constraints. First, we need to ensure the fact that their basis states
are the same, i.e. that after applying all T’s along the path, we fall back to the basis {|0°), [1°)}.
This translates nicely into
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o (Iiciony Toit1 )10°) = 20|0%)

o (Micpmoy Toisn )1 = M%)

Thus our base is now fixed as the eigenvectors of ] 0,n—1] T; i+1. Now, as we add our projector

i€
Iy, in order to "close the loop", we can again factorize our state |)) € Sym(C?) as
1) =c0/0°0™)on @ |po)—on

+c1[1°1")on @ [p1)—o0n

+eq (|001n>0n + |100n>0n) ® |p+)—on
Secondly, as 0 and n are seen as an unique qubit, we need to have

(017 + (1%0"]) |@)on = 0
Which can be achieved only when
Cy = 0

Finally, we can see that this last constraint is violated by all basis states for Sym™T1C? except
|00...0) and |11...1), which is what we wanted (after merging qubits 0 and n). O

4.4.4 Figure Eights are not PRODSAT

Now, instead of having a single loop, let’s consider two of them, with at least a qubit in common.
We will refer to these graphs as figure eights, denoted EY,.

Definition 26 (Figure Eight).
We call "figure eight" of order k a graph Ey, defined by

(i) A cycle Cy,
(ii) A "cross bar" between vy and vy 5.

Moreover, we can see that the automorphism group of such a graph is just the graph and the permu-
tation

Vi £ Vg /2—q Z'ZO,...,I_ﬁJ

Vij2+i € Vk—i 4
Which yields

|Aut(Ey)| = 2

Now if Laumann and al. decided to study this particular subgraph, it is because of the following
property.

Theorem 24 (Figure Eights).
A figure eight comprising two loops with n and m qubits has no satisfying product state.

Proof. Let’s refer to our two loops as O; and O, and denote the qubit they have in common as ¢g.
We can see that the above reasoning fails to provide a satisfying product state, since in order for our
two loops to be consistent, we need two satisfy the two constraints

o (Mo, T2 )10°) = Aol0%)
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Figure 4: The figure eight F

o (Mco, 72)10% = 1ol0”)
Now, since it is the same for |1°), this would imply that
o 10(Teco, 7.)10%) = %o(co, 72)10°)

e [ (He€O1 Te) ‘10> = )‘1 ( HeEOz TE) |10>
which is false with probability 1. O

Now, the interesting question here is actually to find a lower bound on the total energy for such a
figure, since in order to call the problem UNSAT, we need to satisfy the promise

(WIH]Y) € O(n™")
for some fixed b. In won’t go too much into details but with the use of specific projectors, we can
prove that the energy of E is lower bounded by an inverse polynomial in k.
4.4.5 Phase Transition for 2QSAT

The next step in the study of random satisfiability concerns the existence of what we call phase
transitions in the space of the solutions. A phase should be understood as an interval in which all
instances of the problem behave in a certain way. There are therefore a lot of different phases that
occur when we change to value of «, but I will here only talk about the SAT/UNSAT phase.

Trees & Cycles

As we have seen in Section 4.3.4, before probability oy, = %, the structure of the graph is such
that we can only find trees and single loops. Provided that we just saw that these two subgraphs
were PRODSAT, we are able to draw the following conclusion

Theorem 25. At clause density o > %, H € 20SAT.
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Figure Eights

Following our description in chapter 4.4.4, there is a major problem when trying to apply Theo-
rem 19 : since a figure eight Ej; contains k vertices and k£ + 1 edges, we can only use this theorem
provided that

p=cn /) 4 o = Ep1/0eD)

which is bad because our « scales with n and n — oo. Such a limitation can be overcome if we
allow k and r to grow with n as long as k < n. At this regime, the threshold probability for the
apparition of figure eights become p = cn which corresponds to « constant. Another reason to
allow k to grow with 7 is that it then transforms the lower bound of the energy of a figure eight into
a value that is polynomial in n, which is required in our definition.

Having said this and according to Theorem 19, the distribution of X, in a random is given by
a Poisson distribution of parameter

A=l
2
Sincep =+ = %‘*, we can transform this into
2a)k
L ()
2

which, according to our regime £ — oo, behaves in the following way.

0 a<%
lim A = % a:?
k—oco oo OZ>§

Finally, we can use the first and second moment methods?’ to conclude that

(i) If « < 3, then
Pr(Xg, =0/ =1

(i) If o > %, then
PriXg, >1]=1

which provides the following result

Theorem 26. At clause density o > % the probability of H € 2QSAT is 1.

SAT UNSAT

—_—0 -

0.5
L
1

=

Qge

Figure 5: Phase Transition for 2QSAT

When comparing to the classical case, we find that the phase transition there is given by aogar = 1.
The corresponding physical meaning is that the classical satisfiability problem is more constrained
as its quantum equivalent.

?7See Appendix C
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4.5 Random 3QSAT
4.5.1 Upper Bounds on Satifiability

The phase transitions in 3QSAT are currently not understood as good as those in 2QSAT, so I will
just try and recap some bounds that Laumann and al. were able to provide.

First of all, as in the £k = 2 case, we can ensure the fact that no unsatisfiable subgraph appears
before the giant component, therefore

Theorem 27. At clause density o < g = 0.17, H € 3QSAT.

This result is not very interesting, since the apparition of the giant component quickly converges
to 0. A first interesting result though can be provided using a generalization of Bravyi’s Transfer
Matrix for 3-local projectors, where one can propagate a clause on the neighbours while satisfying
the constraint, which ensures the satisfiability of the problem until the hypercore emerges.

Theorem 28. At clause density o < ap. = 0.81, H € 30SAT.

A year later, they were able to provide an even sharper bound, still restricting the problem to product
states only.

Theorem 29. At clause density o < s = 0.92, H € 30SAT.

4.5.2 Lower bounds on Unsatisfiability

When now approaching the problem from the other side and trying to provide a lower bound on the
unsatisfiability, the results are the following.

Theorem 30. Af clause density o > o, = 7.49, H ¢ 30SAT.
Theorem 31. At clause density o« > g+ = 4.26, H ¢ 30SAT.
Theorem 32. At clause density o > of = 3.59, H ¢ 30SAT.

Finally, the overall picture of our current knowledge in the matter is the following.

SAT UNSAT
r
00.17 0.81 0.92 3.59 4.26 7.2
—1 L1 /L 1 1 /L 5 o
1 UL 7/ T L 7
Oge Qhe Ops al Ccav Quwb

Figure 6: Phase Transition for 3QSAT

4.5.3 Product Versus Entangled

The analysis of this problem raises an interesting question : does the transition occurs at the same
moment for QSAT and PRODSAT ? Since the space of entangled states is much bigger than that
of product states, forbidding such states should make the problem harder. In fact, if the transition
occurs later in normal QSAT it could mean that entangled states are more appropriate to lower the
energy state of a system, which is an interesting point.

However, we can see that in 2QSAT it is not the case, since we are able to find product states
up until a = % But in 3QSAT, the question remains open.
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Conclusion

This exploration now coming to an end, I would like to first summarize the major points of what I
learned throughout this project.

First of all, the idea of computation in quantum information theory is closely related with the no-
tion of Hamiltonian which, through Schrédinger’s equation, predicts the time evolution of a given
system. This phenomenon, which has no classical counterpart, was used by Feynmann to build
non-conventional computing models such as the Hamiltonian Computer, which questions our way
of thinking about the true nature of computation.

These ideas led both physicists and computer scientists to try and use quantum mechanics and the
principle of superposition in order to define computing models such as quantum circuits. These
systems appear to provide exponential speed-up in several major problems of computer science, but
it is still unknown at this point if such a improvement can be realized on any classical algorithm.

A good place to start then was the study of constraint satisfiability, since it is one of the prob-
lems that classical computers are striving to efficiently solve. What I’ve learned during this study
was that this problem can be adapted to quantum computing, into two problems called the Local
Hamiltonian and Quantum SAT.

When studying these two problems in particular, I found that they have similar properties when
run on quantum computers than MAXSAT and SAT on a classical one. This leads to a hierarchy of
quantum classes that looks a lot like the classical, probabilistic one. Moreover, all these problems
are simply special cases of the Local Hamiltonian problem.

In the last chapter, Random Quantum SAT paved the way towards the study of Erdos-Rényi ran-
dom graphs, which have the particular property of having multiple threshold points around which
the behaviour completely changes in a very brief way. Satisfiability being in fact a graph property, it
exhibits the same behaviour as random graphs with respect to the so-called phase transitions. This
SAT/UNSAT phase transition is currently known for 2QSAT but still remains a mystery for higher
values of k.

Finally, I would like to conclude by providing below some interesting questions that I acquired
along the way, which I would have liked to study if I had more time but that I will here simply left
open.

On the question of PRODSAT vs QSAT, if we ever find that cases exist where the only satisfy-
ing solution is an entangled state, and that this entangled state is global with respect to the system,
how can we ever expect to use locally applied algorithms based on unit clause propagation such as
DPLL in order to find a proper satisfying entangled state ?

Also, coming back to what I said in the introduction about the computation of nature, there is a
possibility (in particular if QMA # BQP) that constraint satisfaction could require super-polynomial
time to be solved, even on a quantum computer. Therefore, I'm still wondering why and how nature
manages to efficiently solve these problems while we can’t.

Another interesting question to explore concerns the possibility of running 3SAT in polynomial-time
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on a quantum computer. Now, since it is not proven that NP is in BQP, there exists no algorithm to
this day, but it would be interesting to see what attempts have been made and what are the limitations
when one tries to do so.

Last but not least, another path which I would have liked to explore is the question of MAXSAT
versus SAT, and QSAT versus LH. Why are QSAT and SAT easy to solve up until 2, while the other
two already becomes hard at k = 2 ? I briefly explained that it had to do with the fact that they were
optimization problems, but this answer is not yet very satisfactory to me, since I haven’t seen this
concept in action.

Moreover, the fact that both classical and quantum interpretation of SAT require super-polynomial

time to solve leads to the potential existence of an irreducible intrinsic difficulty, a golden nugget
that one has yet to discover.
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Appendix

A Quantum Computing

The purpose of this short introduction is to provide some basic notions that might help you under-
stand the content in this study. As a result, it will not be an exhaustive overview, and only related
topics will be presented. In particular, I will not always mention all the physical phenomena and
experiments involved, but rather focus on the mathematical point of view. The material presented
here include

1. A little bit of background in linear algebra

2. The definition of a quantum bit and the extension to multi-qubit states.
3. An overview of some quantum operators

4. The measurement of quantum states

Finally, I would like to recommend [10] as a more precise and exhaustive introduction to this subject.

Introduction

When thinking about information theory problems, a common practice is to abstract physical phe-
nomenons as much as possible. It is in fact much more convenient to work with abstract boolean
circuits or Turing machines, as we are able to completely eliminate the problem of the physical re-
alization of these machines, knowing that it is equivalent.

As we go further and further towards miniaturization though, the abstraction that we have nowadays
may need to change, in the same way that when it comes to using particles instead of macroscopic
objects, quantum physics takes over classical theories.

Having said that, it is important to first understand that classical computer science is based upon
several implicit assumptions about the underlying physical phenomena used to create a computer.
These include

1. Information is stable in time.
2. Information is infinitely reproducible.
3. Information can be read without being altered.

As you will see, these assumption hold only when we consider macroscopic systems, but not when it
comes to microscopic entities upon which quantum computing is based. Dropping these assumptions
may sound foolish in the first place, but it is the price to pay in order to unleash the power of quantum
interactions.

Linear Algebra

Where the classical theory uses boolean variables and boolean functions, quantum computation is
written in vectors and matrices. Therefore, it is important to first recall some basic notions of linear
algebra, such as the definition of a Hilbert Space.
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Definition 27 (Hilbert Space).
An Hilbert space H is a real or complex vector space equipped with a norm function || - || defined in
terms of the inner product (-, -). It has the following properties

(i) (z,y) = (y, )

(ii) (x,z) >0

(iii) (z,z) =0z =0
(iv) |lz|| = (=, z)

Remark 28. Properties (i), (ii) and (iii) follow from the definition of Banach spaces, whereas (iv) is
an extra requirement.

For our purpose, we will only use complex Hilbert spaces C™ where the inner product is defined as
the usual dot product
n
Ty = Z Tili
i=1

Finally, an important notion that we will use is the Tensor Product. It operates on multiple Hilbert
spaces in the following way

Definition 28 (Tensor Product). The tensor product of two Hilbert spaces H1 and Ho is another
Hilbert space denoted as

Hi1 Q@ Ho
The dimension of H1 ® Ha is m X n, and all its components are built from ¥ = (v1,...,v,) € Hi
and W = (w1, ..., Wy) € Ha as
TR W = (viw1, V1Ws, . . . V1 Wiy, VoW1, VoWa, . . . VaWypy + - - s

Example 2. [fwe take v = <;) and W = <i), we get

1 x
L (1 3\
wi=(3)e (1) -
2 X

This tensor product operator is also applicable in the same way to matrices. This time, the dimension
of the matri

<y

O W
|
0 O W

Example 3. If we have A = <1 2) and B = (5 6), then the tensor product is

3 4 7 8
L (L 0) 5 (Lo 1020
Aon— (! 2)o (L O)_ 0 1 0 1) (o1 0 2
—\3 4 0 1) {5 (1 0y 4 (L O] [3040
0 1 01 030 4
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Dirac Notation

When doing quantum physics, we often need to use complex vectors the usual notation for linear
algebra that I used in the previous chapter is not very convenient. For this reasons, physicists have
come to use a different one, called the Dirac Notation®®, which I will use in this study and briefly
introduce here.

In this notation, a vector ¥ will be denoted a |v), and its complex-conjugate ¥ will be denoted
as (v|]. If we use an Hilbert space # = C" equipped with the usual inner product and with canonical

base vectors {by, ba, ..., b,}, we have

aq 1 0

a9 0 :

U= . =ax . + -t ap .
: 0

Qn, 0 1

In the same way,

becomes

Finally, we are able to define the inner product (z,y) = Z - ¥ as (x|y). If we express that in our
example, it is easy to verify that

The second equality comes from the fact that, since |b;)’s are all orthogonal, (b;|b;) = 1 if and only
ifi = j.
Quantum Bit

Definition 29 (Quantum Bit).
A quantum bit (qubit) is a vector |1)) that lives in an Hilbert space H = C?

) = al0) + B1) € H

with the additional requirements

28 Also referred as "Bra-Ket" notation
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(i) lo?| + 8% =1
(ii) No global phase

Remark 29. Since two complex numbers correspond to four degrees of freedom and we add two
one-dimensional restrictions, every qubit has 2 degrees of freedom.

Remark 30. Following the previous remark, it is sometimes easier to visualize qubits as a tuple of
angles (0, $), 0 € [0, ], ¢ € [0, 27] where

|9)) = cos 0]0) + e'? sin 4]1)
Example 4. [/1) = 2|0) + |1) is not a valid state because 2% + 12 =5 # 1.
Example 5. [i2) = £]0) + £| 1) is a valid state but it has a global phase of i. We can thus use the

equality £|0) + ‘f|1> i($10) — \[Z|1>) and write [h2) = 1]0) — ‘/2§l|1> instead.

Example 6. |¢3) = |0) is a valid state
Example 7. |14) = |1) is a valid state
Example 8. |¢5) = %|O> + %H) is a valid state
Example 9. [¢6) = —=|0) — %H) is a valid state

Example 10. [¢7) = =|0) + —=|1) is a valid state

Composition

Using a qubit is great, but at some point we want to be able to build multi-qubit states. Knowing
that a 1-qubit state lives in some Hilbert space H = B3, we ask what is the state of a n-qubit state.

The vectorial operation that corresponds to this operation is called the tensor product and is
defined as follows

Definition 30 (Tensor Product). Given two vector spaces V' and W, the tensor product V@ W

Example 11. The tensor product of 1)) = 12 \TZID and |¢) = % is
1 1
=—.——|0 0 0 1 0 1 1
W) 016 =75 =0 o) + f|>®|> 5 e+ = Zmen

1 1
== ~ = 1) -1 e
010~ L0 @ 1) - L e + 1)@ 1)
If we now simplify the notation, we finally have
1 1 1 1
= —|00) — =[01) — ~[10) + ~|11
[9)® 16) = 100) — 2[01) — £[10) + L[11)
Example 12. More generally, the tensor product of |1y = «|0) + 5|1) and |¢) = v|0) + §|1) is
[¥) @) = av|00) + ad]01) + S~[10) + B6|11)

Such a state is always valid since

loy? + [ad]? + 872 + B0 = (lo* + [B)(Iy* + 16]*) = 1
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Finally, an important question arises when using more than one qubit. What about the following
state ?

¥) )+

1 1
= —1[00) + —|11
5100)+ =11
You can search as long as you want, there is no way to find two 1-qubit states [¢)1) ® |¢2) = |¢).

What should we do about it then ? Well, these states exist in nature and are called entangled states.

These states are quite difficult to apprehend at first glance but are in practice very useful in practice.
In fact, we can show that, where the global state is completely defined, if we measure each one of
the qubit, we cannot get any useful information about the global one.

Unitary Operators

Now that we know how to construct quantum states, let us focus on how to interact with them. In
classical computation, we generally represent the evolution of boolean states as a series of logic
gates, which are nothing but binary functions

f . Bn _> B7n
Among the most famous ones, we can find the following

1 ifz=0

e NOT :2x -7 =
0 ifz=1

e FRASE :x2—0

1 ife=1landy=1

e AND : (z,y) > x ANy =
(z,9) Y {0 otherwise

1 ife=1lory=1

0 otherwise

OR:(m,y)—mc\/y:{

1 ify#x

0 otherwise

XOR:(x,y)%xEByz{

Having said that, the idea now is to use a similar model to represent quantum evolution of states.
What Deutsch tried to do in 1985 was to define a series of quantum gates that could be applied in the
same way that classical are. Due to the linear algebraic property of quantum computation, quantum
gates will not be represented as boolean functions, but as linear applications.

U: B - BEm

Since B = C2, U can bee seen as a 2" x 2™ complex matrix. Moreover, for reasons that I will not
provide here, the evolutions of any quantum state must be unitary.

Definition 31 (Unitary Matrix). A complex square matrix U is unitary if its conjugate transpose U
is also its inverse. It means that
Utv =UUt =1

Remark 31. Unitary matrices preserve the norm and are reversible. It preserves the inner product
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Remark 32. The real analogue of a unitary matrix is an orthogonal matrix.

The second point here is a bit of a problem. If we look back at our classical gates, a lot of them?’
are not reversible at all. This is due to information loss that happens when one erases or "forgets"
a value. For example, if one knows that the output of an AND is 0, it is not possible to know if the
input was O A 0,0 A1lorlAQ.

In practice, it means two things. First, all quantum operators must have the same number of in-
put and output bits. Second, there are several operations that we will simply not be allowed to
create. Here are some of the most basic unitary operators

0
o 1) = 100+ [1){1]

where I|b) = |b) and eigenvectors are |0) with A = 1 and |1) with A\ = 1.

e The Identity I =

e The 3 Pauli Matrices

0 1
Lx=(7 o) =0a+ o
where X |b) = |b) and eigenvectors are %OO) +[1)) with A = 1 and %(|O> - 1))
with A = —1.

. 0 1

2= (0 g) =10l o
where iY'|b) = (—1)°*1|b) and eigenvectors are % (|0)-+4[1)) with A = 7 and % (J0y—
i|1)) with A = —i.

s 2= (5 O) =0~

where iY'|b) = (—1)®|b) and eigenvectors are |0) with A = 1 and |1) with A = —1.
e The Hadamard Gate H = L (1
e Hadamard Gate H = —5 (|
e The Rotation Matrices

LT = ((1) 0 ) = 10Y(0] + €% [1)(1]

T
e's

2 5= <(1) e) = 10)(0] + 7 [1)(1]

Finally, before going to the next chapter, there is an important concept in quantum information
theory that we are now able to understand, and which is called The No-Cloning Principle. Basically,
it says that it is not possible to copy a n-qubit states |t)) into another n extra qubits (initially in state
|0)). Mathematically speaking, this boils down to having a quantum operator

Usopy : B2 — B

Ucopy(|9) ©10)) = [4) @ [¢)

291n this case, ERASE, AND, OR and XOR
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Measurements

One of the main difficulties in the building and use of a quantum computer comes from the measure-
ment problem® in quantum mechanics. It depicts the physical uncertainty regarding the measure-
ment of different properties of a quantum state. An early and very famous example is Heisenberg’s
Uncertainty Principle, which states that one cannot observe the momentum (p) and position (x) of a
particle at the same time with infinite precision.

ApAz > E
2

This inequality means that if one wants to measure an exact position Az — 0, then the momentum
goes more and more uncertain as Ap — oo, and vice versa.

Another intriguing phenomenon is that, before measuring the particle’s position, it is in a super-
position of states, which means that it is everywhere at the same time. However, once we have
observe this particle, we force it to "choose" only one possible location at random®' and thus we
destroy the superposition.

For our purpose, this quantum mechanical property imply that it will not be possible to observe
the whole superposition of a quantum bit. In fact, we can only observe states that are orthogonal®?,
so we will first need to project the state we want to observe onto an orthogonal basis and then mea-
sure it. This also signify that any measurement will alter the quantum state, as we force it to take
one of the possible states.

When observing a state ) using a set of states {|¢1),...|¢,)}, the probability of measuring the
output state |¢;) is given by Born’s Law and is equal to

[{ile) 2

Having said this, let us see some example states and their measurement in different orthogonal basis.

Example 13. The measurement of |11) = |0) in the basis {|0),|1) } will yield the output

|0)  with probability 1
|1)  with probability 0

However, if we measure it using the base { ‘0>\'/g‘1> , |0>\;§‘1> } we will get
|0>\+f2|1> with probability %
|O>\;§‘1> with probability %

Finally, if we measure it in the base { |0>\-;;;|1> , |0>\_/g1> } the outcome is also
[0)+4[1)

- with probability %

% with probability %

30Read http://www.pitt.edu/~jdnorton/teaching/HPS_0410/chapters/quantum_theory_
measurement /index.html for more information

31 According to a probability function defined by the particle state before the measurement

32Two states |1) and |1p2) are orthogonal if (1)1 |1p2) = 0.
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P3) = 0= 4pg [s5) = 9+0Y) iy the basis

Example 14. The measurement of |1)9) = %, 7 7

{10), 1)} will all yield the output

{|0> with probability §
. e 1
|1)  with probability 3

Example 15. The measurement of |s) = 1|00) + £]01) + %\11) in the computational basis
{|00), |00}, |00), |00) } will give the outcome

|00)  with probability +
|01)  with probability %
|10)  with probability 0
|11)  with probability 3

Given this probabilistic nature of quantum measurement, the usual way of getting around it is to
repeat the computation several times and approximate the initial superposition using the distribution
of results.

B Rank and Submatrices theorem

Definition 32 (Submatrix).
Let A be an X n matrix. A submatrix of A is any matrix that is obtained by removing n — k rows
and columns from A. We will denote the set of k x k submatrices of A as Ajpx-

Theorem 33.
Let A be an x n non-zero matrix, and m = max{ k | 3B € Ay, such that det(B) # 0 } (the
biggest k such that there is a k X k submatrix with non-zero determinant). Then

rank(A) =m

Conversely,
rank(A) =m == 3B € Ajpxm such that det(B) # 0

C Probabilities

Definition 33 (Poisson).
The poisson distribution with parameter X is a discrete probability distribution defined by

)\k
= 767)\
k!
And the expectation of a random variable X ~ P()) is
E[X] = A

Plk]

Definition 34 (Convergence in Distribution).
A sequence (X,,)nen of random variables is said to converge in distribution (or weakly) to a random
variable X if

lim F,(z) = F(x)

n—oo

for every number x € R at which F is continuous, and where F,, and F are the cumulative distri-
. . . ; D
bution functions of X,, and X respectively. It is denoted as X,, — X.

58



Definition 35 (Convergence in Probability).
A sequence (X, )nen of random variables is said to converge in probability to a random variable X
ifvVe >0

lim P(| X, —X|>¢)=0

n— oo

It is denoted by X, iD—> X.

Definition 36 (Almost Sure Convergence).
A sequence (X,,)nen of random variables is said to converge almost surely (or strongly) to a random
variable X if

P(lim X, =X)=1

n—oo

It is denoted by X,, =25 X

Theorem 34 (Relations between the 3).
For a sequence (X,,)nen of random variables, and another random variable X, we have

X, X — X, 5 X — Xx, 25X
Which makes the Almost Sure Convergence the strongest of these ones.

Theorem 35 (Law of Large Numbers).
For a probability distribution X with mean p, let

Theorem 36 (Markov’s Inequality).
Let X a nonnegative and integrable random variable and a constant a > 0, then

E[X]

PX >a] >
a

Theorem 37 (Chebyshev’s Inequality).
Let X a random variable with expected value 1 and finite variance o2, then for any o > 0

X 2

Pr{IX - [X] > o] < LD
o

Theorem 38 (First Moment Method).

Let X, be a sequence of integer-valued random variables for n € N. If lim,,_, . E[X,,] = 0, then

lim Pr(X,=0=1

n—oo

Proof. This formula is just a special case of Markov’s Inequality with a = 1.

Pr(X, =0/ =1-Pr[X, > 1 =1-E[X,] = 1
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Theorem 39 (Second Moment Method).
Let X, be a sequence of integer-valued random variables forn = 0,1, .. .. Iflim,_, Var[X,]/E[X,]? =
0, then

lim Pr(X, >1]=1

n—oo

Proof. This time, this is just a special case of Chebyshev’s Inequality with o = E[X,].

PriX, =0] < Pr(|X, — [X,]| > [X,]] < Var[X]?

S B —0

D Stirling’s Formula
Theorem 40 (Stirling’s Formula).

n!
lim ————
n—+o0 \/27n(n/e)™
In other words

n! ~V2rn(n/e)"

E Graph Properties

Definition 37 (Average Degree).
The average degree of a graph G = (V, E) (n = |V|,m = |E

), is given by
~ _ 2m

@)=

n

Definition 38 (Maximal Average Degree).
In the same way as above, the maximal average degree of a graph G is given by

d(G) = max{d(H)}

Definition 39 (Strictly Balanced Graph).
A Graph G is said to be balanced if ~ .
d(G) = d(G)

Moreover, G is strictly balanced when no subgraph has an equal average degree, i.e.
VHcCG dH)=dG) = H=G

Definition 40 (Automorphism).
An automorphism G’ of a graph G is a permutation o : V — V such that

(u,v) € E = (o(u),o0(v)) € E

Definition 41 (Induced Subgraph).
A subgraph H C G is called an induced subgraph (on the vertex set S C V) if

Vu,v € S (u,v) € Eg & (u,v) € By
We will often use the following notation to denote induced subgraphs

H=GIS]
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Definition 42 (Spanning Subgraph).
A subgraph H C G is called a spanning subgraph if it has the same vertex set as G.
F Hypergraphs

Definition 43 (Hypergraph).
A Hypergraph is a pair H = (X, E), where X is the set of elements, or vertices, and E C P(X)\ ()
is the set of hyperedges. More formally, we will define these sets as

° X:{xi|i€IU}
° E:{ei|i€Ie, eiCX}
Where I, and I, are the index sets of the vertices and the edge respectively.

Definition 44 (Size of a Hyperedge).
The size of hyperedge e is equal to the number of vertices it connects, i.e. |e|.

Definition 45 (k-Uniform Hypergraph).
A k-Uniform hypergraph is one such that all hyperedges have size k.
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